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Having created the full set of tables of product means for the 
18 attributes in your study, you notice some inefficiencies 
in the letter assignments. For example, in Table 1, the letter 
‘b’ placed on Beverage 3 carries redundant information 
– every product with a ‘b’ also has one of the letters ‘a’
or ‘c.’ Since Beverage 3 has also been assigned both ‘a’
and ‘c,’ these two letters by themselves inform you of all
of the beverages that are not significantly different from
Beverage 3 on sweetness. You begin to wonder how many
more letters are not needed in your tables.

Compact Letter Displays: In the past few years, letter 
displays have been optimized with respect to several 
measures using tools from the mathematical field of 
graph theory2,3,4. Graph theory is the study of pairwise 
connections between objects, and in the case of putting 
letters on means we consider each mean to be an object 
in a graphical network. In this network, means that are 
not significantly different from each other are connected 
while means that are significantly different from each 
other are not. When means in a group all carry a letter in 
common, these means will all not be significantly different 
from each other. Thus, from a graphical standpoint, all of 
the means will be connected to each other. As explained 
in a previous technical report5, a fully connected set of 
objects within a graphical network is called a ‘clique.’ For 
example, see Table 2 for a sample letter display and Figure 1 
for the corresponding graph with cliques identified for 
each letter.

Table 2. A sample letter display for 
5 products. For clarity, the means  
for the products  
are not listed. 

Figure 1. A graph 
corresponding to the letter  
display in Table 2. The cliques 
defined by the letters in Table 2 are labeled accordingly.

As in Table 1, there is inefficiency in Table 2 – the letter 
‘b’ on Product 3 is not needed. Using graph theory we can 
understand this inefficiency in terms of the corresponding 
graphical network. Specifically, in order to capture all 
of the significant differences in a letter display, we need 
to find cliques that together cover all of the edges in the 
corresponding graph. Such collections of cliques are called 
‘clique coverings.’ 

Reducing Displays using Graph Theory: In the case of 
Figure 1, we see that the edge from Product 2 to Product 3
is covered by both of the cliques ‘a’ and ‘b.’ Similarly, the 

Background: Pairwise comparisons appear throughout 
sensory science – two products can be compared for 
statistical difference, equivalence, compatibility, and 
so on. When many products are compared, there can be 
hundreds of these comparisons. And if these comparisons 
occur on each of a large number of attributes, the total 
number of comparisons can be in the tens of thousands. 
An outstanding challenge is to represent this pairwise 
information as concisely as possible, and in this report 
we meet this challenge by sharing recent developments in 
the production of tables known as compact letter displays. 
These displays have been optimized using techniques from 
the mathematical field of graph theory – using these displays 
sensory scientists can represent pairwise information with 
maximal efficiency.

Scenario: You work for a manufacturer of whey protein 
based sports beverages and have just conducted a large-
scale category appraisal of 22 products evaluated by 240 
consumers in a nationwide study. The goal of this study 
is to fully understand the drivers of liking space for 
your product category. During the study, the consumers 
provided hedonic ratings of all 22 products, together with 
attribute intensity scores for the products on 18 sensory 
scales. In order to represent the statistically significant 
differences between the products on the various attributes, 
you decide to use letter displays. In these displays, product 
means are shown together with a set of letters – means 
with at least one letter in common are not significantly 
different from each other1. See Table 1.

Table 1. Means ranked from highest to lowest. Means with 
at least one letter in common are not significantly different 
at the 95% level.
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edge from Product 3 to Product 4 is covered by both of the 
cliques ‘b’ and ‘c.’ Thus we can remove Product 3 from 
Clique ‘b’ and still cover every edge of the graph. This re-
moval gives the smaller clique covering shown in Figure 2 
and the more concise letter display shown in Table 3.

Table 3. A more concise letter 
display representing the information  
in Table 2.

Figure 2. A smaller clique 
covering of the graph  
shown in Figure 1.

Table 4. A compact 
letter display showing 
the statistically signifi-
cant differences between 
the beverages on 
‘sweetness.’

This example shows we can obtain maximally concise letter 
displays by searching for smallest clique coverings of graphs. 
To find smallest clique coverings, there are two measures 
we can use. We can search for clique coverings that contain 
either: 1) as few cliques as possible or 2) as few assignments 
of objects to cliques as possible. These two approaches give 
letter displays that are respectively minimal in the num-
ber of: 1) unique letters throughout the display or 2) total 
number of letters used in the display. Displays that achieve  
either of these goals are called ‘compact letter displays.’ 
An algorithm to accomplish goal (1) was described by 

Gramm et al. (2007, 2009) while an algorithm to accomplish 
goal (2) is given in Ennis et al. (2012). In addition, Ennis et al. 
demonstrated through example that it is not always pos-
sible to achieve goals (1) and (2) simultaneously. 

Return to Scenario: For the purposes of creating clearer 
tables for your report, you decide to pursue goal (2). 
Using the algorithm of Ennis et al., as implemented in the 
IFPrograms™ software, you reduce your letter displays 
for each attribute. Following this reduction, the statistical 
differences for the 22 products on all 18 attributes can be 
shown on only a few slides. For example, Table 4 shows 
the compact letter display for ‘sweetness.’ In Table 4, only 
55 total letters are used instead of the 103 total letters in 
Table 1.

Conclusion: In this report we focused on the use of compact 
letter displays to concisely represent multiple statistical 
comparisons of products on attributes. When there are 
many products and many attributes, the use of such 
displays aids in the efficient representation of information. 
This efficiency brings the practical benefits of smaller 
tables and faster access to the information contained in the 
tables. And, in addition to this improvement in efficiency, 
graph theory also allows us to develop compact letter 
displays for means with different variances that cannot be 
formed from ranking and subsetting.

Recent advances in graph theory allow us to concisely 
represent pairwise information. Since pairwise information 
appears throughout sensory science – whether in the form 
of statistical differences, equivalency, compatibility, or 
otherwise – these advances help sensory researchers realize 
efficiency in displaying their data explorations.
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